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ABSTRACT 

Multimodality is an integral part of teaching and learning. Over the 

past few decades researchers have been designing, creating and 

analyzing novel environments that enable students to experience 

and demonstrate learning through a variety of modalities. The 

recent availability of low cost multimodal sensors, advances in 

artificial intelligence and improved techniques for large scale data 

analysis have enabled researchers and practitioners to push the 

boundaries on multimodal learning and multimodal learning 

analytics. In an effort to continue these developments, the 2015 

Multimodal Learning and Analytics Grand Challenge includes a 

combined focus on new techniques to capture multimodal learning 

data, as well as the development of rich, multimodal learning 

applications. 

Categories and Subject Descriptors 
H.5.m [Information Interfaces and Presentation]: Miscellaneous  

J.4 [Computer Applications]: Social and Behavioral Sciences 
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Performance, Design, Human Factors 

Keywords 
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1. INTRODUCTION 
The 21st century has seen an expansion in the set of tools available 

for assessing the quality of a given learning environment or 

experience (i.e., [2,3,16]. A number of the traditional tools, test and 

quiz performance, speeches and essays, are modes of expression 

that have been around for centuries and remain the more privileged 

forms of assessment. For all of their pedagogical shortcomings, 

these forms of assessment have the benefit of being widely 

accepted and easy to interpret. However, contemporary learning 

sciences research is increasingly concerned with additional 

constructs: motivation, engagement, collaboration, creativity, 

critical thinking, and problem solving, for example [1,13,17,34]. 

These are constructs that tend to be much harder to quantify using 

traditional testing instruments [8] and often necessitate adopting an 

alternative approach that more closely aligns with the design of said 

learning environment [22,27]. Fortunately, recent advances in 

multimodal human perception and low-cost multimodal sensory 

technology have made it possible to study complex human-human 

and human-machine interactions [15,18,23,28]. Multimodal 

learning analytics [5,24,32] works to leverage these advances in 

multimodal processing in order to address the challenges of 

studying a variety of complex learning-relevant constructs. In fact, 

recent reports have identified multimodal learning analytics 

[12,21], and multimodal evaluations [1], as important emerging 

areas of research. Multimodality allows researchers and 

practitioners to triangulate among the various ways that students 

may evidence learning while also allowing for a more complete and 

contextualized description of each student’s experience and 

development.  
 

Taking a multimodal perspective becomes increasingly salient in 

complex learning environments (e.g., Makerspaces, Collaborative 

Tangible User Interfaces). To this end, recent research in 

multimodal learning analytics has been particularly useful in 

studying non-traditional learning activities: collaborative 

mathematics problem-solving [19,20,33]; makerspaces [30,31]; 

computer programming [4,9,10], oral presentations [6,7,14] and 

collaborative tangible user interfaces learning [25,26]. Across these 

studies, researchers have used multimodal analytic techniques to 

model student performance, predict student learning, and, more 

importantly, construct models of student-student/student-artifact 

interactions. By constructing models of student-student 

interactions, as well as student-artifact interactions, multimodal 

learning analytics has been useful for better understanding the 

intricate learning processes that emerge in complex learning 

environments.  

 

However, a significant hindrance to advancing multimodal learning 

analytics is the lack of high quality multimodal data capture tools 

that researchers and practitioners can easily use to collect 

meaningful process-oriented data. To address this, the 2015 

Multimodal Learning and Analytics Grand Challenge focused on 
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two design challenges that will hopefully advance the field’s ability 

to capture and analyze high quality multimodal data. Both 

challenges are situated in the domain of multimodal teaching and 

learning, and should lend to the continuation of data driven 

challenges in future years. 

 

2. CHALLENGE DESCRIPTIONS 
Participation was solicited in two design categories: Multimodal 

Capture of Learning Environments and Multimodal Learning 

Applications: Incorporating Human Movement  

2.1 Multimodal Capture of Learning 

Environments  
The Multimodal Capture of Learning Environments challenge 

addresses the need to develop multimodal tools that can be used to 

effectively gather data from unstructured environments. While 

multimodal data capture can reasonably be completed in laboratory 

settings, with a small number of students, undertaking classroom 

wide multimodal data capture and analysis in authentic, everyday 

learning settings is quite challenging. However, we believe that the 

current availability of high quality multimodal sensor technology 

can significantly improve the state-of-the-art in this area. 

Furthermore, advances in this specific scenario should have 

applications across a variety of domains and scenarios outside of 

education. Submissions in this category were evaluated based on 

the quality, quantity and diversity of the data captured. 

Additionally, submissions were evaluated based on their ability to 

generalize to a variety of classroom learning contexts. Finally, 

authors were asked to focus on one or more areas for application 

optimization: data quality, cost, scalability, flexibility and 

intrusiveness. More specific details concerning submission 

evaluation guide can be found in the Evaluation and Guidelines 

section. 

2.2 Multimodal Learning Applications: 

Incorporating Human Movement 
The Multimodal Learning Application category sought 

submissions of software and/or hardware solutions that enable 

multimodal teaching and learning for one or more users. We were 

particularly interested in soliciting submissions that include recent 

low-cost motion sensors (e.g., Microsoft Kinect, Leap Motion, 

Myo). The low-cost motion sensors can easily be coupled with 

sensors from other modalities (Eye Tribe, Q-sensor/Empatica E4, 

etc.) Additionally, we encouraged participants to leverage existing 

software applications that ease the process of software development 

(e.g. the Institute of Creative Technology's Virtual Human Toolkit 

[11] and the LITE Lab's Generalized Intelligent Framework for 

Tutoring [29]).  

For this design challenge, submissions were evaluated based on: 

how naturalistic the interactions are, the extent to which the 

affordances of the platform align with the learning goals, the quality 

of the learning (learning will be considered in the broad sense to 

include cognitive, socio-emotional, intuitive, etc.) that is taking 

place and how well the platform is able to record and leverage 

meaningful multimodal data in real-time. Authors were asked to 

include quantitative and/or qualitative results from a preliminary 

user study. A specific set of questions to ask of pilot test 

participants was provided in the Multimodal Learning Applications 

Evaluation and Design Guide. Additionally, solutions were rated 

based on the scalability of the platform (how easily can it be 

developed across multiple geographies and for multiple students) 

as well as its ability to offer real-time feedback.  

3. EVALUATION CRITERIA 
 

Each submission was evaluated by at least three reviewers that 

came from a variety of disciplines.  Specific evaluation guidelines 

were provided for each sub-challenge. In the case of the 

Multimodal Capture of Learning Environments, submissions were 

evaluated based on the quality and quantity of data captured, and 

the ease with which that data could be interpreted and analyzed. For 

the Multimodal Learning Application challenge, submissions were 

evaluated based on how naturalistic the learning experience was, 

the quality of the learning gained from the interaction, and the 

platform’s ability to capture and analyze rich multimodal data in 

real-time. More specific guidelines for the Multimodal Capture of 

Learning Environments category can be found below. 

 

3.1 Multimodal Capture of Learning 

Environments Evaluation Guidelines 
Capturing multimodal data that can effectively be used for learning 

analytics research can be challenging. In the submission guide, we 

provided some suggestions around the types and quality of data 

needed to conduct meaningful analyses. The suggestions for the 

modalities and data quality were based on prior work.  

3.1.1 Cost 
The total cost (both in economic and human resources) is an 

important variable that determines the feasibility of replicating and 

applying the capture design. Authors were asked to provide a rough 

estimate of the total cost of procuring, installing and operating the 

proposed solution. 

3.1.2 Scalability 
Learning environments vary widely in terms of size, from small 

working groups involving just two students to large auditoria with 

hundreds of students. Authors should report on how feasible it is 

for their design to adapt to larger or smaller settings. 

3.1.3 Flexibility 
Learning environments also vary widely in terms of disposition and 

arrangement, from traditional lecture settings with the instructor in 

front and students sitting at desks, to more active modes with 

workgroups of students sitting around tables and a group of 

instructors roaming among them.  The authors should report how 

feasible it is for their design to adapt to different classroom 

arrangements.  

3.1.4 Intrusiveness 
Ideally, multimodal recording solutions for the classroom should 

be transparent for both the instructor and the students.  In reality, 

different solutions create some level of intrusion (cameras pointing 

at participants, using special devices to conduct activities, wearing 

sensor or markers, etc.).  As the natural behavior in the classroom 

could be altered by the recording setup, the authors should provide 

a small reflection on the intrusiveness of their designs. 

3.2 Data Quality 

3.2.1 Multimodal Fusion 
Across all of the data there is an expectation that each data stream 

can be resolved to a specific individual (or, in some cases, a pair or 

triad of students), and to a properly synchronized point in time. 

Several audio/video, and software based approaches can be used 

for doing data synchronization, but this information should be 

clearly reflected in the submission text, as synchronization 
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dramatically impacts data quality. The specific fusion strategy is 

based on the nature of the tasks and the data streams. 

3.2.2 Skeletal Tracking (and Motion) 
Skeletal tracking from the Kinect sensor should be frontal. For 

alternative motion data capture tools (e.g., 2D/3D computer vision 

algorithms, motion capture with markers) authors were instructed 

to see the appropriate guidelines on collecting high quality data as 

described in their documentation. 

3.2.3 Audio 
Prior work in speech and audio process has established a minimum 

frequency of 8Hz for speech recognition, and higher frequencies, 

between 12 Hz and 24 Hz, for conducting prosodic and spectral 

analysis. Additionally, in order to identify various learning relevant 

constructs (e.g. collaboration quality, voice quality and individual 

development) the audio captured should have the capability of 

being resolved to an individual speaker. 

3.2.4 Video 
One reason for capturing video data is to do facial expression 

analysis and head pose estimation. Facial expression analysis using 

computer-automated techniques typically requires a minimum ear 

to ear width of 64 pixels. A minimum size of 128 x 96 pixels is 

recommended, as some facial analysis software requires larger 

images in order to increase accuracy of detection. Additionally, a 

frontal view is required for being able to conduct facial expression 

and head pose analysis. However, the data capture environment is 

free to determine the appropriate frequency of frontal face capture, 

provided this is a modality of interest. 

 

4. ACCEPTED PAPERS  

4.1 Multimodal Capture of Learning 

Environments 
Submissions in this category ranged from using multiple 

microphones to capture high quality audio data from classrooms 

(for the purpose of using ASR and studying dialogic patterns), to 

leveraging a Multimodal Recording Device that students can use to 

take multimodal selfies. From these two examples, we begin to see 

the breadth of approaches that can be used, and some of the 

technological, as well as ethical considerations that need to be taken 

into account when proposing the capture and analysis of 

multimodal data in a learning environment. 

A third paper in this category provided an in-depth discussion of 

the current capabilities of depth sensors, and some of the analytic 

strategies that can help improve how researchers and designers use 

depth cameras to support learning. 

4.2 Multimodal Learning Applications 
Both accepted papers in this category were related to public 

speaking skills, one of the topics discussed during the 2014 

Multimodal Learning Analytics Workshop and Grand Challenge. 

One paper focused on detecting different body postures (closed 

versus open) and sought to provide visual feedback to the user when 

they were exhibited closed poses. In this preliminary study, 

participants used more open poses when they were provided with 

the visual feedback about their body pose. The other paper looked 

at body posture in conjunction with audio-based features (effective 

use of pauses and presenter volume). It used a combination of 

visual, haptic and audio channels, in order to provide feedback to 

the user. These two papers are among of foray of research being 

conducted in the oral presentation and communication space, and 

will hopefully contribute to increasingly informative systems that 

can model and support good public speaking skills. 

5. CONCLUSION 
This year’s challenge offered a noticeable change from previous 

years. As we look to advance the area of multimodal learning 

analytics, we need to simultaneously, or perhaps preemptively, 

push the boundaries in the area of multimodal data capture. The 

current work in laboratory settings is useful, but there is a need to 

transition this research to more authentic environments. 

Furthermore, there is an opportunity to take the work of multimodal 

learning analytics beyond traditional learning environments, into 

multimodal learning environments. These multimodal learning 

environments are not merely spaces where students continue their 

everyday classroom practices of doing algebra problems, or writing 

an essay. Multimodal learning environments transform learning by 

requiring students to employ a variety of modalities in order to 

effectively complete the task or assignment. It is our hypothesis that 

as multimodal learning environments are increasingly developed 

and used, research in multimodal learning and analytics will 

produce novel benefits for learners and new insights into learning 

processes above and beyond that of traditional learning. 
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